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Machine Learning and Cox Based Benchmarking Tool:
Exploration of Survival Models Associated with Chronic
Degenerative Diseases
by
Jorge Andrés Orozco Sanchez

Abstract

The steady evolution of technology is changing the way physicians face health issues. In fact,
the computer capacity to answer increasingly difficult questions continue to grow at a stag-
gering rate, which has opened doors to groundbreaking research. Despite this, the complex
nature of chronic-degenerative diseases and outstanding concern originated due to its signifi-
cant incidence generates even more questions to answer. On the other hand, Machine Learn-
ing (ML) algorithms have already found beneficial information on those diseases. With this
in mind, the present work reports the exploration of the CoxBenchmarking function applied
to chronic-degenerative disease datasets associated with survival. CoxBenchmarking imple-
mentation is a computer-based benchmarking algorithm that compares the Survival Models
that were constructed by several machine learning strategies. It was developed as an extension
of FRESA.CAD package and uses its Random Holdout Cross-Validation. CoxBenchmarking
provides an algorithm that generates eleven distinct survival models through feature selection
of ML-based techniques: 6 wrappers and 5 filters. Besides, the function summarizes the re-
sults with tables and graphs by providing a well-ordered data structure and a plot function.
The exploration includes the survival analysis applied to information of NBA players simula-
tion, Wisconsin Prognostic Breast Cancer, San Jose Prognostic Breast Cancer, Osteoarthritis
Initiative, and Alzheimer’s Disease Neuroimaging Initiative. All the results were compared
with previous works and tested with the same subjects, which allowed the fair comparison of
all the ML techniques. In consequence, the exploration also helps in the efforts of creating
new knowledge for each clinical case. After the study, clinical results were published in two
conferences and a journal paper is being developed. Regarding the ML methods, the results
do not inform a statistically significant difference between them. Consequently, the use of
each of the methods depends on the case to be applied.
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Chapter 1

Introduction

The strong evolution of technology is transforming the way things are done today. Accord-
ingly, it is more common that day to day new technology tools interfere in our daily life. For
example, the healthcare industry is continually evolving the way how they face the problems.
Particularly, they are extending the paths to store and analyze all the data they are producing.
These changes will affect the direction healthcare services are delivered and applied [123]. In
this context, the vast capacity of modern processors to interpret information and the facility to
store large datasets influence the ability to explore clinical information. In practical terms for
the medical area, this helps to investigate diseases and obtain learning on specific diagnoses,
treatments, and prognosis. Subsequently, this investigation helps in the knowledge of these
diseases and improves the treatments of them. Despite the continuous improvement of the
knowledge, there are diseases that, although being constantly studied, have not been able to
find a definitive solution. Hence, using the technology as a tool or direction must be the path
to find solutions and apply new methods to address this challenging problem [49].

The importance of these tools is bigger when the diseases to be analyzed are common,
have high incidence and prevalence, and affect not only people who suffer from the disease
but also generate a significant public health expenditure. This thesis will consider three of
the most important chronic degenerative diseases, Alzheimer’s dementia (AD), breast cancer
(BRCA), and osteoarthritis (OA). Trying to apply automatic learning tools in the information
of patients suffering from these diseases and thereby find a better understanding of the survival
analysis in each disease. Dementia is one of the most critical syndromes worldwide and has
one of the highest prevalence rates among the elderly [6]. According to Alzheimer ’s Disease
International, there are currently more than 50 million cases of dementia and possibly 10
million new cases each year. Among them, Alzheimer dementia (AD) represents 60%-70%
of cases [7]. Despite its very impressive statistics, the most worrisome is the lack of effective
therapy to control AD which led to the fact that between 2000 and 2015 the number of deaths
caused by the disease has increased by 123%. An amount larger than the corresponding
percentages of diseases such as Prostate cancer and Heart diseases [6]. Accordingly, a clear
understanding of the AD process and stages is essential in developing effective therapies.
Breast cancer (BRCA) is the most commonly occurring cancer in women and the second most
common cancer overall. In Mexico, the incidence and mortality of breast cancer have risen in
the past years. Changes in health-care policies in Mexico (since 2003) have changed the way
to treat this disease and now they focus on early detection and treatment since it has cure but it
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2 CHAPTER 1. INTRODUCTION

depends on the early diagnosis [2]. If this disease does not have an early diagnosis, it takes the
patient to death and that is why BRCA has a high mortality rate. GLOBOCAN’s prediction
for Mexico’s breast cancer mortality rate by 2030, is that 24 386 women will be diagnosed
and 9778 (40%) will die [21]. On the other hand, Osteoarthritis (OA) is the most common
form of arthritis; it causes considerable disability in elderly populations. Osteoarthritis does
not have a consistent technique that can be used for its early diagnosis and is more common
than expected. In Mexico, the prevalence of osteoarthritis was 10.5% [82] and despite a high
prevalence, there is no treatment or medication that can cure it. Furthermore, there is no way
to reverse or halt the disease evolution what it causes always an event on its prognosis.

The diseases create a big problem for insurance companies, government, and patients
due to the money they must expend on the treatments for these incurable diseases [49]. This
is the main reason why there is a lot of interest in studying them and finding solutions to this
problem. The attention started since there was enough capacity to analyze a good quantity
of data, on 1995, Olvi Mangasarian et al. [67] presented one of the first advances on this
topic using just computer power to process and analyze data. They proposed some linear
programming-based machine learning techniques, that are used to increase the accuracy of
breast cancer diagnosis and prognosis. They use the information found on a liquid sample
that was extracted by the process of breast fine-needle aspiration (FNA) [67]. There are other
methods and techniques that use different kinds of information for this disease. Joseph Cruz,
David Wishart in 2006 [25] mentioned that there are some machine learning applications in
cancer prediction and prognosis. They summarized some research that was published be-
fore the article; in the majority all the research use information like proteomic and genomic
data about the patient. Furthermore, they mentioned some machine learning techniques that
are commonly used on the breast cancer prognosis research such as Support vector machine
(SVM), Genetic Algorithms, Artificial Neural Networks, k-Nearest Neighbor, Naive Bayes,
and Decision Trees.

A decade later the applications of machine learning changed a bit. A growing trend
is noted in the use of supervised learning techniques, such as SVMs and Bayesian networks
(BNs). Kourou et al. [62] reviewed more than 7510 articles about breast cancer prediction
and prognosis between 2010 and 2014. Then they found three clusters inside the research:
prediction, recurrence, and survival; for which they selected the most relevant publications for
each group. Taking into concern that information, for cancer prediction is used the following
type of data: mammographic, demographic, SNPs (single nucleotide polymorphisms) clinical
and pathologic, for cancer survival the information used is from the type: clinical, genomics,
molecular and for the last group, recurrence, imaging tissue genomic, blood genomic, genetic
and pathologic [62].

In the context of AD, there are very good methods for clinical dementia diagnosis,
based on patient reports, cognitive observation, and symptomatology [96]. Some risk fac-
tors of developing the disease have even been determined, where the presence of APOE4 is
a well-known genetic factor [23]. In some cases, there are patients who do not have enough
conditions to be diagnosed with AD; but fall between the cognitive changes of aging and
early dementia, their condition is known as Mild Cognitive Impairment (MCI) [59]. There-
fore; MCI, in future AD patients, is an intermediate stage between normal aging and clinical



dementia. Henceforth, MCI diagnosis represents a critical condition due to the increased risk
of early AD findings [36, 40]. However, detecting AD in the early stage is complex; con-
sidering that only 33.6% of the MCI subjects convert to clinical AD [74]. Hence, standards
have not been defined on the best neuropsychological results that should be used to measure
early AD [23]. On the other hand, imaging has the ability to visualize early AD [74], and
several imaging-biomarkers have been found in clinical images. These Imaging-biomarkers
have been associated with the conversion from MCI to AD [96, 37, 102, 52, 47]. The vast
majority of existing imaging studies have used information from magnetic resonance imaging
(MRI) and positron-emitting tomography (PET); and both modalities remain as recommen-
dations to monitor the progression of the disease, in addition, to detect the current stage of
neuronal degeneration [56]. Although recent studies have shown that PET has a great capacity
to diagnose the disease [79, 80, 8, 99] and that MRI details related to AD neuronal degenera-
tion in patients with MCI is not detectable by experts, MRI is preferable to PET because PET
facilities are scarce [99] compared to MRI [96].

In the case of osteoarthritis, there is less information about survival. Machine learning
tries to identify it, classify or predict how much risk exists in acquiring the disease. Beth
G. Ashinsky et al. in 2017 exposed a machine learning approach for predicting early symp-
tomatic osteoarthritis with the classification of magnetic resonance images (MRI) [10]. One
year later Tiulpin et al. in 2018 [115] presented an automatic knee osteoarthritis diagnosis
from radiographs that used deep learning to analyze the data. In the same year, Ting Hu
[49] proposed an evolutionary learning and network approach to identify the key metabolites
for this disease. Using genetic, epigenetic, and biochemical markers taken from the plasma
of blood samples they could found information about relevant metabolites. Moreover, there
is other information that could help to understand how to work with this disease. Iliou and
Anagnostopoulos [50] presented many machine learning techniques to detect and extract fea-
tures from information about osteoporosis, which is a similar illness to OA. They used clinical
information about patients who suffer from osteoporosis to create a score that could predict
the disease.

Considering all the most important disciplines for the development of this thesis re-
search, it should be stated the tools that will be used to develop the survival analysis of the
diseases. In the field of statistics, the term of survival analysis is used as the technique the
let analyze the expected duration of time until an event happens [103, 95]. Within this area,
several terms will be of great importance. Censored events, what happens when we only
know partial information about an event; hazard function, that returns the probability of an
event happening between time ¢ and d¢; Kaplan Meier that is a nonparametric statistic used
to estimate the survival function from the collection of the life data of a particular object
[103, 95, 53] and Cox model, One of the most know models for analysis of failure time re-
gression data [11], commonly used mathematical modeling technique for estimating survival
curves when considering some descriptive variables simultaneously [58]. On the other hand,
this kind of statistical methods could be applied to different manners and machine learning is
one of them. In this work, we will use different machine learning strategies to find hazards
models than mainly will use three software packages that include survival analysis algorithms.
First, in 2011, N. Simon et al. presented different regularization paths for cox’s proportional
hazards model. Penalized Cox Regression (CoxNet) component of the GLMNET R package.
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The main algorithm in the package fits the Cox Model regularized by an elastic net penalty
which lets the user change its parameters and turn the algorithm into another approach. Sec-
ond, in 2016, Bootstrapped Stage-wise Model Selection (BSWiMS) was proposed by Jose
Tamez who later described better the algorithm in [105]. This method is a function that re-
turns a set of models that best predict the result. BSWiMS is part of the FRESA.CAD R
package and it is a supervised model-selection method aimed to select a unique statistical
model that predicts a user-specified outcome, in this case, a survival outcome. Finally, in
2017, C. Wen et al. described an R package for the best subset selection (BeSS) for different
problems, one of them was the Cox regression model. This method uses an efficient active set
algorithm to choose the best possible Cox model through three different algorithms that will
be detailed later in this thesis.

Because all this awareness already generated, it is important to continue with the in-
vestigation on the survival association for this kind of disease. This thesis will focus on the
study and analysis of machine learning-based survival analysis applied to different clinical
challenges. By using simulated and clinical data, specifically, Alzheimer’s dementia, breast
cancer, and osteoarthritis information we are going to test different ML-based survival strate-
gies through the development of a Benchmarking Method. The study of different kinds of
patient’s information such as imaging data (x-rays, mammograms, magnetic resonance imag-
ing, positron emission tomography) and clinical data, will allow us to show which features are
more related to a certain event on the prognosis of the disease. This leads to used those fea-
tures to build different Cox Models that can predict the hazard of each patient depending on
his condition. Culminating in the construction of inferences that allows doctors and patients
to have more knowledge about the evolution of the disease. It is expected that with this result
exists a contribution in the knowledge of the chronic-degenerative diseases which lets to take
better advantage of the information already generated for the diagnosis; and mainly, generate
a good benchmarking framework for the ML-powered survival analysis tasks.

This first chapter presents an introduction to the problem that this thesis tries to solve.
As well as making clear the limits of research and the final objectives of the work. In the
first section, 1.1 we will find the description of the problem and the main motivation for
finding a solution. Then the hypothesis and objectives will be described in section 1.3 and 1.2
respectively. Subsequently, a conceptualized description of the solution will be presented in
section 1.4; The main contributions of the research will be described in section 1.5. Finally, a
description of the structure of this document is presented in section 1.6.

1.1 Problem definition and motivation

Chronic degenerative diseases such as breast cancer, osteoarthritis, and Alzheimer’s dementia
are relevant to public expenditure on the medical field. Besides, they are diseases with high
mortality and incidence rates, which means that their treatment and research should be a pri-
ority. Especially in countries with health problems and organizations that have to do with this
issue [21, 82]. This is the case of Mexico, a country that suffers from health problems (as
detailed in the Introduction). Those facts introduced the need of this country to find new al-
ternatives to treat chronic degenerative diseases and how the government efforts have reached
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the point of affecting its political decisions and health-care policies. These changes produced
some new ways to tackle the problem, which helped in the acquisition of new information
about the disease behavior [2]. In contrast, one of the principal concerns of patients, when
they acquire a disease, is how the disease will evolve and how their health status will be in the
future. Which in some cases is totally unknown. The lack of awareness generates discomfort
in the patient, which increases his desire to know what comes in the future. They want to
know what is the recovery time, the consequences of suffering from the disease, or simply
knowing if they will survive. All those questions can be resumed in the medical term, progno-
sis. Prognosis is known as the behavior or evolution of the disease. It has a direct relationship
with the diagnosis and, consequently, with the treatment. Besides, it allows an idea of the
future by describing the likely course that the disease will have in each particular patient [66].
Precisely here, is where the importance of the prognosis and the survival exploration of the
disease lies. Each patient can follow a different path that could result in particular treatments.

The success of personalized medicine depends on having an accurate diagnosis that
permits the doctor to distinguish which therapies or treatments will benefit the patients in a
better way or to know which therapy works have a better chance of a good response [44].
Nowadays, personalized medicine lets us obtain vast information about the patient. That
information is combined with all the screening information and creates a big dataset for each
subject. In that context, and considering what was described in the last section, there is a major
interest in studying the behavior of chronic-degenerative diseases. Especially because of all
the knowledge that is attached to the treatment and diagnosis process. This new knowledge
could lead us to find new solutions and help the efforts of personalized medicine. There is
research on each of the diseases, but not all of them focus on the study of disease survival.
Most of the efforts have been made in the area of diagnosis. It is for this reason that it
was possible to have a great development in diagnostic tools for an early or more precise
knowledge about the health condition.

Some studies already found that the information used to find a better way to predict the
behavior of the disease (survival analysis) is generated from data that doctors have access to
[10, 49, 115]. Clinical information combined with imaging data created the datasets that are
used to diagnose the disease in all cases. This information could also be used to found derived
information that is more informative. In some cases, this information is obtained through
processes that, in general, exceed the budget of people who suffer from the disease or generate
excessive spending in health sector organizations. This is even more complicated when you
need this information in places where diseases such as breast cancer have a greater impact;
this for being low-income and middle-income countries. In these places, the mortality and
incidence rates are higher than in other countries. Mexico as an example of a middle-income
country has a statistic in which it is mentioned that, of all the people who suffer from BRCA,
58% belong to this economic group [21]. What causes the methods used in the techniques
already investigated, are more difficult to achieve or not focused on the population with higher
incidence rates. An alternative to the information is to use all the information that is already
commonly generated at the time of making a medical history to diagnose a disease. Among
these data, diagnostic images are found; which are the first to give information to doctors
about the condition of their patient. These images are currently much more studied due to the
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high possibility of working with larger datasets and also because of the evolution of pattern
recognition algorithms. Known as Radiomics, this science allows the use of a digital image
as data that will be mined to find relevant information. The great acceptance of these analyses
and the use of developments in this field have generated very good results in the last decade
[41]. One of the examples is Wibner et al. which showed what Haralick texture analysis
has the potential to enable differentiation of cancerous from noncancerous prostate tissue
through the analysis of the information given by images generated in magnetic resonances
[119]. This type of research is made with magnetic resonance (MRI), but regrettably, they are
not accessible either. That is why although MRI images are used because of its precision, it
does not imply that the same development and application made on those images, cannot be
done on radiographs and mammograms. In consequence, it is better to apply the knowledge
and development of this science to images of more accessible costs such as those previously
mentioned.

In other cases, there are countries and institutions with enough capital and interest to
invest in medical investigations. This has led to the existence of initiatives that collect in-
formation about patients, the data that allow knowing about their status at the time of be-
ing diagnosed with the disease, and the follow-up information of the subsequent visits at
the observation of treatment stage. These data in some cases have been released for free
study. One of them is the osteoarthritis initiative (OAI). OAI is a public-private partnership
jointly sponsored by government institutions led by the National Institutes of Health (NIH)
and the pharmaceutical industry. The main objective of the initiative is the identification of
the most related biomarkers of development and progression of symptomatic knee OA [83].
Another organization is the Alzheimer’s Disease Neuroimaging Initiative (ADNI). ADNI be-
gan in 2003 as a public-private partnership too and is led by Principal Investigator Michael W.
Weiner, MD. The main objective of ADNI has been to test whether serial magnetic resonance
imaging (MRI), positron emission tomography (PET), other biological markers, and clini-
cal and neuropsychological assessment can be combined to measure the progression of mild
cognitive impairment (MCI) and early Alzheimer’s disease (AD) [84]. This type of database
allows much easier research and exploration of different techniques to find information de-
rived from the current data. Considering that several techniques have already been tested in
these diseases, this study tries to concentrate on the field (survival analysis) in which, to our
knowledge, has not been explored extensively. Depending on the disease, several databases
were selected that have the necessary information to produce new results.

There are already research focused on trying to solve these problems and three of them
are similar to the research that will be carried out on this thesis. However, there are still spaces
in which important knowledge can be added. On the side of breast cancer, it is found that there
is some work with the same type of information that will be used in this study. Rodriguez-
Rojas et al. [93] used feature selection techniques to find features in the segmented portion of
the image obtained from the mammography screening process; to find characteristics in high-
risk cases in 2013. In 2018, Tamez-Pefia et al. [105] extracts features from mammography
images to find possible correlations with clinical molecular signatures in breast cancer and
later with the use of multivariate analysis under stringent cross-validation to train models pre-
dicting recurrence scores. And although this study was done to predict the risk of recurrence
with mammography; By not doing the study with the real data of survival of the patients (hard
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test), it leaves an area of opportunity that will be taken advantage of in this approach. On the
other hand, in the osteoarthritis field, there is also research but this time to a lesser extent.
Ashinsky et al. [10] investigated the early prediction of osteoarthritis through the classifica-
tion of characteristics in magnetic resonance imaging, using machine learning. This article
makes use of the data available in OAI; however, the study uses only the characteristics of
magnetic resonance images and not the x-rays information. On the other hand, the relation-
ship between the characteristics and diagnosis is carried out; instead of the survival study of
it. In Alzheimer’s Dementia field, there is also some research. Ke Liu et al. [63] presented an
article with risk factors on the MCI conversion by combining Independent component anal-
ysis and the multivariate Cox proportional hazards regression model with the information of
the ADNI database. In this case, this study showed a similar strategy with the Cox model, but
in this work, the model will be building and selected by machine learning techniques.

Considering the clinical importance and the concern generated by each of these dis-
eases, the amount of information available about the patients who suffer from them and the
development of machine learning techniques for the survival study, The problem that faces is
there is no consistent technique that relates the patient’s information to the risk of happening
event in each disease, and although there are machine learning techniques that allow the con-
struction of survival models with Cox regression, they have not been used to explore this type
of information. That is why on this thesis, we propose an exploration of different machine
learning techniques to perform the analysis of survival in three diseases, in which there is
enough information to be able to relate characteristics to the risk of an event happening when
suffering from the diseases. This exploration, together with a fair comparison between each
technique, will allow us to find a model that shows which patient features are more related
to the event. The benchmarking approach to the solution is very informative and will allow
generating conclusions that together with more medical studies could have great clinical im-
portance and therefore, help the decisions that can be made when selecting treatments for
different diseases.

1.2 Objectives

1.2.1 Main objective

The main objective of this thesis is the evaluation of several machine learning techniques used
in the context of survival analysis. Through a fair Benchmarking evaluation between Cox
survival models enhanced by these strategies. These models have to be analyzed with diverse
data sets, especially those that are part of clinical data of chronic degenerative diseases. The
Benchmarking method will provide significant information for the clinical evaluation of the
prognosis of chronic degenerative diseases. The information that will be used to compare
the strategies come from diagnostics images, Radiomics, Genomics, clinical information and
some other patient data regarding disease screening which are already part of the normal
clinical practice. The Benchmarking process will consider several statistics calculated from
the models generated to analyze the behavior of each of the strategies in the context of survival
analysis. The comparison of these statistics, selected characteristics, execution times, among
others, will allow us to find the machine learning method of the selected approaches in our
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study, which is better suited to different clinical situations or simulated in survival-based
models. The information and statistics reported are expected to add relevant information in
the context of disease survival and provide the doctor and patient with relevant information
to make decisions about how the treatment will be. On the other hand, the results are also
expected to justify the generation of a fair method for the evaluation of survival models. In
this context, the objectives that must be met to achieve the main objective are:

1.2.2 Particular objectives

e To implement a computer-based comparison tool that allows finding a survival model
and report statistics for each of the algorithms. The tool must summarize the infor-
mation resulting from each model and return tables and graphs that facilitate the re-
searcher’s work.

e To condition and prepare the data of different patients belonging to different the differ-
ent studies or initiatives selected for this study. This prepared data will form a database
ready for the application of diverse machine learning techniques.

e To analyze and compare the ability of each of the studied algorithms to select character-
istics and build the survival model in different clinical cases. Subsequently, to know on
which situations the selected algorithms work better. The comparisons have to use the
results of the Benchmarking process can be compared to previous works and the ground
truth (data simulation).

e To compare the selected techniques in computational terms, taking into account the
times for the construction of the model and the complexity of each of the algorithms.

1.3 Hypothesis

Taking into account the issues already discussed on the problem and knowledge about the
learning generated in the previous investigation, it is important to propose new directions of
understanding and examining the data of chronic degenerative diseases through the use of
technology development to improve strategies already used. That is why, the hypothesis of
this thesis is defined as: Several machine learning algorithms allow the construction of reliable
survival Cox models that allowed study chronic degenerative diseases; through the selection
of clinical features such as mammograms, X-rays, MRI and PET, forms and clinical data about
the patient. The reported results and the comparison of just the results will allow the researcher
to find relevant information that subsequently inspires the creation of new knowledge in the
context of the expected outcome for each disease. This derived information will help the
medical area to have additional knowledge about the patient’s disease, which will help in
future clinical decisions.

With this hypothesis the research questions to answer are:

e What is the concordance index produced by the characteristics extracted in the diseases
so that the results of this index can influence medical decisions reliably?
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e Among BSWiMS, GSPDAS, SPDAS, LASSO, RIDGE and ELASTICNET which are
algorithms used in this thesis, what alternative will result in the most effective model
to predict risk in an early event? Which model will achieve a better separation between
high and low-risk patients? What metric is the one that allows determining which model
is on the other?

e Of the models mentioned in the previous question, what kind of problem does the algo-
rithm work best? Of the selected machine learning methods, which one selects the most
reported and known characteristics in the literature?

o s this type of analysis really accurate enough to improve common procedures?

1.4 Solution Overview

As described, there is a very important problem in the treatment of chronic degenerative dis-
eases. Despite all the efforts to know, treat them and especially to prevent them, the number
of people who suffer from it and the prevalence rate per year continue rising. Some new tech-
niques are already described and others are still in development for each disease. Considering
this, it is natural, that with the development of technology, they will find themselves more
and more and it will be easier to look for more alternatives that help control the mentioned
diseases. That is why the technology already developed has allowed collecting a huge amount
of information about patients since such information can be considered to draw conclusions
that help in medical practice.

Unfortunately, each advantage comes with a disadvantage, and despite being able to
know more information about the diseases, access to it, either for study or only for treatment,
is complicated by different issues. However, some institutions and initiatives have been ded-
icated to investing in the health area to collect information that can be studied and, in turn,
can help these patients with the treatment of their respective diseases. These initiatives make
the use of such information and let us take advantage of the opening of different sources and
in various diseases a lot easier. This thesis seeks to combine the development of computa-
tional technology, coupled with statistical analysis, for the study of information on patients
with chronic degenerative diseases. In other words, the statistical analysis of survival powered
by machine learning techniques tries to study the relationship of medical measures, extracted
from various imaging sources of patients suffering from chronic degenerative diseases, with
the possibility of suffering an event in the context of same disease That is, for example in the
case of Alzheimer’s disease, it will be sought to find such a relationship between the patient’s
measurements and the time of change of Mild cognitive impairment towards Alzheimer’s
dementia, what also will help obtaining information on the rate of conversion for each char-
acteristic. This study bases its main contribution to the combination of two robust tools for
data analysis. On the one hand, the statistical analysis of survival, which can provide clear
and concise information that could help clinically for medical decision making. And on the
other hand, the implementation and use of machine learning techniques that allow the analysis
of large amounts of data, improving the production capacity of statistical models that provide
adequate information. Specifically, this thesis will focus on three diseases and will use 4
different machine learning techniques for analysis. The comparison and evaluation of each
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one of the techniques will allow discussing the results that in the future could have clinical
relevance.

1.5 Main Contributions

In recent years, Machine learning has provided researchers numerous tools to explore com-
plex models of associations between survival outcomes and clinical features or biomarkers.
These tools are powerfully and complex at the same time, hence a systematic way to explore
them is required to understand their potential and application on clinical and survival stud-
ies. Embedded statistical learning like L1 penalization (CoxNet), wrappers model selection
(BSWiMS), and Best Subset Selection (BeSS) are among the machine learning frameworks
available to researchers. Survival analysis based on multivariate Cox regression has a great
potential to enhance diagnosis and understanding of the diseases, but current studies have
been limited to small cohorts and a small set of imaging biomarkers.

Subsequently, considering these fields as research opportunities and, therefore, giving
major importance to possible new knowledge, the main contribution of this thesis is the
”CoxBenchmarking” implementation. CoxBenchmarking is an open source and free compu-
tational tool for the comparison of Survival Models constructed through 11 machine learning
algorithms based on the Proportional Hazards model. This contribution also carried out a
test of its performance with simulated information and considered the clinical exploration of
chronic degenerative diseases. Specifically, it used datasets of Breast Cancer, Alzheimer’s
dementia, and Osteoarthritis. Each disease defined a particular survival event. Besides, this
tool also provides a fair and graphic comparison of the ML methods, through the plot function
that was also implemented for this thesis. Regarding the clinical contribution of this thesis,
the research has already led to the publication of two relevant scientific papers in the medical
field. It also stands the basis for great new research in the same context. In the next few years,
the clinical importance of the results will be measured. Regarding the computing context, the
implementation of a comparative evaluation technique contributed through the interpretation
and unification of the results of eleven algorithms in a single model. CoxBenchmarking gives
researchers the power of using several Machine Learning tools and also the ability to interpret
the results through the statistics reported. Which even allows them to make the comparison
and select the method that best suits the solution they are looking for.

1.6 Outline of the Thesis

The outline of this thesis that describes the evaluation of different machine learning ap-
proaches to build clinical-based survival models, describing the rate of suffering an event
on some chronical degenerative diseases, is detailed below:

In this chapter 1, the motivation of the problem to be solved with the investigation of this
thesis, is introduced and described. The objectives are described and limited and the hypoth-
esis is detailed. In the next chapter 2, we describe the background information about survival
analysis, cox model, Kaplan Meier curves, evaluation, and validation test, machine learning
methods that will be used and among other topics. In chapter 3, the solution methodology of
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the present investigation is described. All the methods used and the description of each data
set to perform the experiments are detailed. These experiments are described in the next chap-
ter 4, where graphical representations and details of each of the results are presented. Finally,
in chapter 5, the results are discussed, conclusions are generated and the possible future work
of this thesis is shown.






Chapter 2

Background Work

This chapter provides a context for the main topics and definitions necessary to understand
the research corresponding to this thesis. For this, documents, books, and research that are
relevant in the area are taken into account. First, an introduction is presented for three chronic
degenerative diseases selected due to the high mortality and prevalence rate they currently
have. These three diseases also have information banks available with a collection of patient
data; These data openly and freely allow the study of this disease. The information of each
of the data sets used will be described in the next chapter Chapter 3. The first of the diseases,
although its prevalence is higher in the female population, can also be found in men. Breast
cancer (BRCA) due to a large number of affected annually, means a large public expenditure
and especially human losses [110]. The following two diseases have a higher prevalence in
the elderly population [76, 6]; osteoarthritis is a degenerative joint disease and Alzheimer’s
disease is a chronic neurodegenerative disease.

After the context of a doctor who will help to understand the data that will be studied in
this thesis, this chapter will describe the technique of statistical analysis that will be used in
the available data, Survival Analysis. This statistical technique provides us with a set of meth-
ods to analyze data where the objective of the study is the time variable that elapses until the
occurrence of an event of interest. From this statistical analysis, many terms and notions are
derived that are necessary to understand the proceeding of the analysis. Within this chapter,
you will find definitions of Kaplan Meier Curves, LogRank Test, Survival models. Consider-
ing the survival models, a wide range of solutions are mentioned in the chapter, but we will
pay great attention to Cox Regression being one of the most used models with reasonably
good estimates.Subsequently, the computational techniques that will be used are described.
A set of diagrams and explanations will allow the reader to understand the operation of the
algorithms used, as well as the machine learning strategies that are part of the research. As a
penultimate topic, this chapter details the metrics that will be used to present a fair and valid
comparison between the models generated by this research. Finally, here it is taken into con-
sideration the techniques used to validate the results, various cross-validation strategies are
described.

13
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2.1 Chronic degenerative diseases

In order to carry out the research and above all to show the theoretical sustenance of the
proposal, it is necessary to know about the survival of chronic-degenerative diseases, events
that can occur within the diseases; the methods used to analyze data and extract features from
the images. It is also necessary to know information about the methods used to calculate the
survival of diseases. Below, all the theoretical bases of the present investigation are detailed.

Chronic-degenerative diseases are an extremely worrying topic in the modern age. They
are currently the leading cause of death in most developed countries. Their multiple factors
and diversity make them very difficult to control [27]. These types of diseases are character-
ized by having the following qualities:

e Multiplicity in clinical conditions, covering thousands of nosological entities
e Multiple locations of injuries
e Multistep pathogenesis

e Multifactors that generate the disease. Various types of risk factors

This kind of disease is more common on the longer-lived populations and considering
the life expectancy is longer the chronic-degenerative diseases are more common [33]. Breast
cancer

2.1.1 Breast cancer

It is the most common type of cancer in women, but men can also suffer from it. In the female
sex, it affects approximately 10% of its population and in recent years the incidence has not
stopped [2, 109]. Breast cancer begins when cells in the breast start to grow in ways that are
not normal. These cells that behave differently, tend to form a tumor that can be detected
through a mammogram or by a process known as Touch-Look Check (TLC). If the tumor is
malignant, it is considered cancer and, in that case, it begins to invade all the tissues of nearby
areas of the body [109].

Depending on where it is generated, it is a different type of cancer. The most common
types are those that start in the mammary glands (known as lobular cancers) and those that start
in the milk ducts (ductal cancer). There are other kinds of cancer, but they are less common;
however, when cancer starts in other tissues inside the breast they are not considered BRCA
anymore (sarcomas, lymphomas). Of the types of cancer mentioned, you can find variations
that change in the way they are shown in the early stages. Many of them do not generate
lumps in the breast and even get to have no symptoms. However, all of them can be detected
through mammograms. This allows that the use of them can be used for research [109, 20].

Breast cancer screening and mammograms

This is the first step to diagnostic the disease to someone; and in cancer, mammograms are
a big part of screening [20]. Regarding BRCA screening, scientists are trying to detect can-
cer before symptoms appear, to do that, certain methods can be used, and one of them is a
mammogram.
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A mammogram is an x-ray picture of the breast. When the mammogram is used to
detect cancer on someone who has no signs of cancer, it is called screening mammograms.
On the other hand, if the mammogram is used after a lump or other sign is present, it is called
a diagnostic mammogram. The main difference between these two kinds of mammograms is
the time to perform the test and the images, views, and angles that are the outcomes expected
[20, 116]. Diagnostic mammograms are chosen to make an accurate diagnosis and therefore
they might be helpful for prognosis prediction.

2.1.2 Osteoarthritis

Osteoarthritis is a degenerative joint disease, is one of the most common chronic degenerative
diseases. It primarily affects the articular cartilage and most of the time is associated with
aging. OA will most likely affect the joints that have been frequently used throughout the
years including fingers, hips, and knees [121] which is the one that we are going to use in the
research.

Osteoarthritis takes importance when its numbers show a great incidence throughout
the world. Currently, the disease has already entered the top ten of disabling diseases in the
most developed countries; worldwide there is a rate of 18% of women and 9.6% in men over
60 who suffer from the disease. However, the behavior of the disease before age 45 favors
women who suffer from it in smaller amounts; after this age, the percentage is reversed again.
Of all these people with the disease, 80% have limitations in their movements, consequently,
25% of them cannot carry out their daily activities [121, 76]. Concentrating on the knees is a
consequence of the fact that this is the joint that is most commonly affected by this disease.
Symptoms may include swelling, stiffness, and pain that causes problems when walking or
doing some physical activity. This kind of osteoarthritis can lead to disability [76]. To make
a correct diagnosis of the disease, many doctors make use of various methods and tests on
patients; including data from his past, physical examination, laboratory tests, and x-rays.

2.1.3 Dementia

Dementia is a syndrome that generates deterioration in cognitive function, in other words, the
ability to think [7, 122], which goes beyond the expected deterioration of normal aging. This
deterioration commonly affects memory, thinking, and judgment, which affects the action
of most daily tasks; however, consciousness is not affected. Dementia is one of the leading
causes of disability and dependency among older people around the world [122]. The main
problem is that, besides, there is a disease that causes disability, the number of people who
suffer from it is gigantic. Around the world, around 50 million people have dementia and
almost 10 million new cases are produced every year. And within these cases, Alzheimer’s
disease is the most common form of dementia and can contribute to 60-70% of cases [7, 122].

Alzheimer’s disease

Alzheimer’s disease is a chronic neurodegenerative disease that usually starts slowly and grad-
ually worsens over time. And while cognitive loss is common with aging, Alzheimer’s is not
normal in aging [6, 7]. The greatest known risk factor is the increase in age, and most people
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with Alzheimer’s are 65 or older, yet Alzheimer’s is not just an old-age disease. Alzheimer’s
disease is a progressive disease, in its early stages, memory loss is slight, but later, people
lose the ability to hold a conversation and respond to their environment. These symptoms are
described as dementia, and in the case of this disease, they continue until death. Alzheimer’s
disease has no current cure yet, the efforts to improve current treatments or seek new solutions
have not been stopped. Although current treatments for Alzheimer’s can not stop the progress,
they can temporarily delay the deterioration of dementia symptoms [6, 7].

Plaques and Tangles Despite knowing a lot about the brain and all the advances that have to
diagnose the disease, it is still unclear what causes this disease. Most research seems to agree
that there are two proteins in the brain that are the main suspects of causing the deterioration.
One is beta-amyloid, and the other one is p-tau both reaches abnormal levels in the brain of
someone with Alzheimer’s [72].

2.2 Survival Analysis

Statistical analysis known as survival analysis is a technique that lets analyze the expected
duration of time until an event happens. The event could be of any kind such as battery dis-
charging, time a lightbulb will last, or in a clinical context, the time a person that is diagnosed
with Cancer, OA or Alzheimer’s disease can turn into an event, such as recurrence, total knee
replacement or Alzheimer’s dementia. [95, 103]. In other words, we can define the term as a
collection of statistical procedures for the analysis of data for which the variable of interest is
the time until an event occurs. The time measure could be any time unit, such as day, month,
week. It is usually called survival time. And by event, usually called failure, every activity
that may happen to an individual or a thing could be considered.

In survival analysis, there are some terms that are the main base on how it works. Such
terms are very commonly used so they will be defined as follows:

e Censored event: If a subject does not have an event during the observation time, they
are described as censored. Nothing is known about the subject, but neither is it known
whether or not it had an event at that time or after it. Nothing is known about the subject
but neither is it known whether or not it had an event at that time or after it. In the case
of health, it usually happens that some patients do not return to the same institution,
whether due to death, change of institution or other reasons. And because you can not
infer a result the event is censored [103].

e Event: Any type of action that may happen depending on the chosen topic. In the case
of diseases, you can have: Death, disease occurrence, disease recurrence, recovery or
another kind of event depending on the disease [95, 103].

e Survival function S(t): The probability that the subject will survive in the given time.

e Time: The time in which survival will be considered. In the medical area, the time is
taken from the beginning of the treatment or the diagnosis of the disease.
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2.2.1 Hazard Function

Also known as hazard rate or force of mortality, this function is denoted by the lambda sym-
bol (\) and is defined as the event rate at a time ¢ given by the survival time. Returns the
probability of an event happening between time ¢ and dt [95]. In other words, The hazard
function h(t) gives the immediate potential per unit time for the event to occur, given that the
person or object has already survived the time ¢. It is denoted by h(t), is given by the formula
2.1[103, 95]:

(2.1)

<
Mt — tun PESTSLEADT >t f1)
At—0+ At S(t)

Where h(t) equals the limit, as At approaches zero, of a probability statement about
survival, divided by At, where At denotes a small interval of time. Integrating h(u) over
(0,t) gives the cumulative hazard function H (¢) that describes the accumulated risk up to
time ?.

h(t)dt = /t h(u)du. (2.2)

The h(t) is always non-negative and has no upper bound. Different types of hazard
functions could lead to different survival models. In contrast to the survival function S(t), the
hazard function is looking for an event that makes the subject fail or in other words, is looking
for an event where the individual not survive. Therefore, the hazard function allows us to
obtain information contrary to that provided by the inverse function that the survival function
[103, 26].

2.2.2 Formulation

Knowing these terms is easier to understand the operation of survival analysis. And therefore,
also the formulas that are postulated for its resolution [95, 26, 103]. Take T as a non-negative
random variable that represents the lifetime of individuals in a population. In the case in
which T is continuous, let F'(.) be the distribution function of T and f(.) the probability
density function. (f(t) = 0).

Flt) = P(T <t) = /0 ' Ha)da 23)

given that, the complement function that means the probability that an individual sur-
vives to time ¢ is given by the survivor function:

St =P(T>1)=1—F(t) = / " F(w)ds. 2.4)

The survival function tends to be 0 while the age increases.
Having defined S(t), H(t) and h(t). Therefore, we can get:

hie) = gt = =IO () = —log(5(0). 5(0) = can(-H(). 25)
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because ¢ is in the interval 0 to oo the following properties have to be considered into
survival function:

1. Survival function is not increasing.

2. Attime O the S(t) =landint = oo is 0

2.2.3 Censoring

Censoring happens when we only know that there is some information about an individual in a
given survival time, but we don’t know the survival time exactly. In other words, censoring is
referred to as partial observations [103] and this partial information is about a random variable
of interest. There are usually three reasons concerning how censored data may occur or why
censoring may happen [57]. These reasons will be based on the assumption that the survival
analysis will be made on the healthcare area survival:

1. The event does not happen before the study ends.
2. A person is lost to follow-up during the period which the study is in progress

3. A person leaves the study due to death. This always and when the death is not the event
of interest and for which the analysis is being developed. Or there is some other reason
why the subject leaves the treatment.

There are three types of data that could be censored that will be described and also
represented on the figure 2.1 [26]:

Censoring types

There are different types of censoring. The definition of each type is important due to the fact
that different types lead to a different type of data preparation.

(a) Right censoring: It occurs when the person’s true survival time turns into an incomplete
at the right side of the follow-up period (described on each analysis) which is occurring
when the study ends or when the person is lost to follow-up or is withdrawn of the
study. This kind of data is usually known as right-censored data. For these, the complete
interval of the survival time is unknown for the analysis, it has been censored at the right
side of the observed survival time interval. In other words, right-censored data occurs
when just exists the knowledge of the variables that exist, but we do not know anything
in the range of the time of survival [57, 103].

(b) Left censoring: On the other side, there is another kind of censored data, Left censoring
happens when you can only observe just several random variables instead of information
that are inside of the time we need to complete the study. It can occur when a person’s
true survival time is less than or equal to the person’s observed survival time. In the
case of this thesis we can have left-censored data when a patient is diagnosed with
osteoarthritis disease, but it is not known since when exactly the disease began in his
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Figure 2.1: Censoring types in a study.

body, he is only known about his current situation. In other words, if a patient is left-
censored at time ¢, we know they had an event between time 0 and ¢, but we do not
know the exact time of the aforementioned event.

Interval censored: Survival analysis data can also be interval-censored, this type of
censoring can occur if a person’s true and unobserved survival time ¢ is inside of a fixed
interval of time. As an example in this thesis data there are some cases where a patient
is in a constant control of their diseases. Interval-censoring actually incorporates both
right-censoring and left-censoring as special cases. The data censored on the left occurs
when the value of ¢; is 0 and ¢, is a known upper limit on the actual survival time. In
contrast, the data censored on the right occur when the value of ¢, is infinite and ¢; is a
known lower limit on the actual survival time.
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2.2.4 Approaches to Survival Models

Depending on the hazard function complexity, different survival models could be constructed.
If the h(t) is constant, then the survival model is exponential. If the hazard function increases
over time, the model will be an increasing Weibull model. On the contrary, if it decreases over
time the model will be a decreasing Weibull. There are other times that the hazard function
increases and later decreases; for those cases, the model will be a lognormal survival model. In
all these cases, it is assumed that the survival models follow a known distribution, as the ones
mentioned. When a know distribution is assumed the model is called parametric survival
model [57].

Distribution  Survival function Hazard function

Exponential exp(—At) A

Weibull exp(—At?) AptP~1
ot 1 AptP—1

Log-logistic = Eyw

Table 2.1: Kinds of survival models

Three are the most commons distributions on survival models. In table 2.1, we show
the survival and hazard functions of those commonly used distributions. The Exponential
distributions as was mentioned before, have a constant hazard function, represent by the A
symbol.

Exponential and Weibull models

Exponential model It is the simplest parametric survival model. If the hazard functions
are constant, then the distribution is exponential. The hazard function is represented by the
symbol A. In the case of an exponential model, if the base risk (risk in ¢y) is a constant and the
risk value is doubled or tripled, the new risk remains constant but with a greater value. On the
other hand, if the risk changes two or three times faster, the new risk doubles or triples, but is
constant over time, so we remain in the exponential family [92].

The baseline risk is constant over time A\g(t) = A¢. Therefore, the exponential risk
function based on a set of ¢ variables on x

Ai(t, w3) = Xoexp(w1;3). (2.6)

Weibull model The second most common distribution is Weibull distribution. It is the most
widely used parametric survival model. It uses two parameters A and p. In this case, Weibull
reduces by the exponential if p = 1. p is the shape parameter and it determines the shape of
the hazard function. If p > 1 the hazard increases with the time. If p = 1 the Weibull model
turns into an exponential model. And it p < 1 then the hazard decreases over time. The new
parameter gives the model the flexibility that the exponential model does not have,

Using both parameters the survival function on a Weibull distribution is given by

S(t) = exp(—(At)P). 2.7)
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Hence, the hazard function is:
A(t) = pA(AL)PL (2.8)

Log Logistic

Log-logistic is a parametric model in which the risk rate initially increases and then decreases
and, sometimes, can be hump-shaped [4]. It is defined by the following equations:

1
)= —— 2.
S(t) = 755 2.9)
and the hazard function
A(t) = Aptr (2.10)
ST '

Log logistics is a parametric model in which the risk rate initially increases and then
decreases and, sometimes, can be hump-shaped [4]. It is defined by the following equations:

2.3 Kaplan Meier

The Kaplan Meier (KM) curves are an alternative representation of survival analysis data.
The basis of it is part of a layout representation of the information that goes like this: Taking
into account the information organized in a table, the first column in the table would have
the information referring to the survival times, ordered from lowest to highest. The second
column denotes the frequency of failures in each different failure time. The third column
provides frequency counts of those people censored in the time interval that begins with the
time of failure until the next time of failure, but without including it. The last column provides
the set of risks, which denotes the collection of individuals who have survived at least the
corresponding time.

To estimate the probability of survival in time ¢, we use the risk of that moment to
include the information we have about a person censored up to the time of censorship, instead
of simply ignoring that information. That survival probability is calculated with the Kaplan
Meier method.

Kaplan Meier Estimator

The Kaplan—-Meier (KM) estimator is also known as the product-limit estimator (PL estima-
tor), it is a non-parametric statistic used to estimate the survival function from the collection
of the life data of a particular object. Within the area in which this thesis is focused, it is often
used to measure the number of patients who survive in a given period of time after treatment,
where the treatment and the measuring process is made depending on each disease. The esti-
mator is named like that because of the authors Edward L. Kaplan and Paul Meier, who jointly
produced the document that described this estimator. The estimator is given by the following
formulas [95, 53, 103].
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~ d;
S(t) = (1—J> , (2.11)

( ) i:];Lt i
with ¢; a time when at least one event happened, d; the number of events that happened at
time ¢; and n; the individuals are known to survive (have not yet had an event or been censored)
at time ¢;. One of the definitions needed to understand better this estimator is esf. Where to
understand that it is required to treat this data like it does not have any censored event. Let ¢;
denote an ordered observed value. The empirical survivor function (esf), denoted by Sn(t), is

defined to be [103].

# of observation >t  {t; >t}
n - oon

The Sn(t) is the proportion of patients still in remission after t weeks. Kaplan-Meier
estimator adjusts the esf to reflect the presence of right-censored observations.

The KM estimator is one of the most frequently used methods of survival analysis. It
is also used to the probability of death, examine recovery rate and the treatment quality. It is
limited in its ability to estimate survival adjusted for covariates; and that is why to solve this
limitation is needed the study of other concepts as parametric survival models and the Cox
proportional hazards model that will be useful to estimate covariate-adjusted survival [57, 58].

Salt) =

(2.12)

time (days) my; qf ny S(ty)

0 0 0 257 1
1000 74 47 257 0.53
2000 25 65 136 0.18
3000 7 20 46  0.07
4000 1 18 19 0

Table 2.2: Group 1 (Males) alternative ordered layout. m is the number of events at time ¢.
¢y number of censored subjects at time ¢. ns set of subjects who are at risk of failure

time (days) my; gqf ny S(ty)

0 0 0 185 1
1000 52 42 91 049
2000 24 47 20 0.11
3000 3 7 10 0.05
4000 1 9 0 0

Table 2.3: Group 2 (Females) alternative ordered layout. my is the number of events at time
t. ¢y number of censored subjects at time ¢. ns set of subjects who are at risk of failure

In order to better understand the operation of the KM curves, it is first necessary to be
able to visualize the tabulated data unusually, that is, not the raw data table. This new table-
like visualization allows us to understand the operation and the bases under which the Kaplan
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Meier curves are generated. To show this visualization, the information that will be used later
will be used in one of the experiments of this thesis. On this table we found information
regarding ADNI database. Information about those data will be described on the Chapter 3.
By using this information we are trying to compare the survival information of two cohorts
on the ADNI data, males and females with risk of Alzheimer’s disease. In the Tables 2.2,
2.3 we find the column corresponding to the information about time with a specific unit. The
grouping of the other columns depends on the values of this column; so a unit of time is
usually selected with which a series is started from the first value until reaching the study
completion date (Ex: Week 1 - Week 52, Interval: 1 week). In this case, these times are in
the unit of time: days (This is not a limitation for the display, any unit of time can be used to
organize the data, depending on the convenience).

KM Curves ADNI
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Figure 2.2: KM Curves sex-stratified between 442 Alzheimer’s disease patients

Depending on the interval and the unit selected, the number of rows that the table will
have changes. Each row symbolizes a time ¢ in which the events that happened or were
censored at that time were grouped. Continuing to the right, the next column m; shows
the count of the failures within the detailed time. that is to say, the number of the events
occurring up to said time ¢. The third column ¢; denotes the frequency of people who have
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been censored in the corresponding time. Finally, the following column R(t)orn; shows
the group of individuals who are at risk of failure. This column only counts individuals who
survive in time ¢t. These data allow the calculation of a probability of survival using the group
of individuals at risk in time ¢. Using the conjunct of at-risk individuals aims to allow the
use of censored subject information within the study and not just discard such information.
This probability is calculated using the Kaplan Meier method already detailed. A plot of KM
survival probability is shown in figure 2.2.

2.3.1 Survminer

Survminer is R package for Drawing Survival Curves using ’ggplot2’. The main purpose of
the package is Survival Analysis and Visualization. Developed by Alboukadel Kassambara
[54]. Using one of its methods ggsurvplot we can graph survival curves in a simple way.
This method makes use of the survfit function of the survival package [112]. This function
calculates an estimate of the curve of the data censored using Kaplan-Meier or Fleming-
Harrington or calculates the survival function with Cox. By default, Survminer makes use of
Kaplan-Meier. Different parameters can be sent to make the graph, risk data can be included
in a table, information on the number of subjects that have not yet experienced the event and,
above all, the most important thing is that it allows combining different curves in the same
graph. This characteristic is what will allow us to have curves of high and low-risk groups for
different diseases.

2.3.2 Log Rank Test

Once it is possible to represent the survival data in a graphic and orderly way, it is necessary
to find metrics that allow comparing different behaviors in the population groups. To evaluate
when two KM curves (described above) are statistically equivalent or not, the Log-rank Test
metric is used. Conversely, the Log-rank test is a long subset of chi-square tests that provides,
through the test criteria, an overall comparison of the KM curves. The method makes use of
the observed data against the expected values in the counts on the outcome categories. Once
again, using ADNI data will exemplify the use of this technique for the calculation of the
comparison metric.

times (days) niy Moy myy Moy €1y €ar

0 257 185 O 0 0 0
1000 257 185 74 52 7326 5243
2000 136 91 25 24 2936 21.39
3000 46 20 7 3 6.97 3.02
4000 19 10 1 1 1.31 0.80

Table 2.4: Tables 2.2 and 2.3 combined. Number one 1 in the underscore section of the
columns’ names denotes group 1 (males) and the number two 2 (females). e is the expected
value ¢

In this case, two more columns were added to the results of the tables that were used for
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KM. Cell counts with the expected value for each group were added. The formula for these
values is shown in equations 2.13 and 2.14

nyy
= —— ) x + , 2.13
erf (nlf n n2f) (mag + may) ( )
Nay
eor = | ——L— ) X (mys+ mar). 2.14
2f (n1f+n2f) (may 2f) (2.14)

The first part of the equation represents the proportion in the risk set and the second part
is the number of failures over the both groups.

times (days) myyr Moy €1r €ay Mmyy — €15 Moy — €af
0 0 0 0 0 0 0

1000 74 52 73.26244 52.42885 0.737557  -0.42885
2000 25 24 2935683 21.38974 -4.35683  2.610258
3000 7 3 6.969697 3.02112  0.030303 -0.02112
4000 1 1 1.310345 0.796671 -0.31034  0.203329
TOTALS 107 80 -3.89931  2.363617

Table 2.5: Table with expected values and a column with observed minus expected values

When two or more KM curves are compared, the LogRank test statistic is formed using
the sum of the difference between the observed values and the expected values calculated in
the table 2.5. In this example, this sum is —3.89931 for group 1 and 2.363617 for group 2.
We will use the value of group 2 to perform the test.

The Log-rank statistic is computed by dividing the square of the observed minus ex-
pected values of one group by the variance of the substraction of both groups. The equation
is show in 2.15. The variance is calculated with the following equation 2.16.

(02 — Ep)°
Log — k= 2.15
og ran VaT(OQ — E2), ( )
VCLT(Oi - Ez) = Z nlfn2f<m1f + m2f)<n1f + Tof — My — me) ] (216)

(n1y +nag)?(niy +ngp — 1)

This test has the null hypothesis that there is no difference between the two survival
curves. Under this null hypothesis, the log-rank statistic is approximately chi-square with a
degree of freedom. Therefore, a P value for the log-rank test is determined from tables of the
chi-square distribution.
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2.4 Cox Model

This strategy is one of the best-known models for analyzing failure time regression data [11]
and it is the most commonly used mathematical modeling technique for estimating survival
curves when considering some descriptive variables simultaneously [57, 18]. The Cox Pro-
portional Hazards (CoxPH) was described by Cox in 1972 [24]. CoxPH is essentially a regres-
sion model commonly used in the statistical area of medical research to find the association
between patient survival time and one or more predictor variables, also allowing the estima-
tion of the hazard (risk) of an event for an individual or prognostic variable [11, 114]. Using
CoxPH’s main objective is to evaluate the simultaneous effect of several characteristics on the
survival of an object against an event. In other words, it allows us to examine how specific
factors influence the event rate (e.g. surgery, death, change of medical condition) at a specific
time ¢. This rate is commonly known as the risk rate, already defined in the previous section
2.2. The Cox model is expressed by the danger function denoted by h(t). This function is
interpreted as the risk of the event occurring at time ¢ 2.17.

h(t) = ho(t) x ehroitbarattbpey, 2.17)

where the hazard function, denoted as h(t), is dependent on a set of p covariates (z1, 22,
.., xp), whose impact is measured by the size of the coefficients represented by the letter (3
(B, B2, ..., Bp). The coefficients give the proportional change that is found in the covariates.
The term h(t) is called the baseline hazard and is the value of the hazard function if all the
x; are equal to zero, which causes that the exponential 1; now the value h(t) = ho(t) that is
why it is called baseline function. This function is an unspecified function which makes the
Cox model semiparametric [57]. Cox is considered and also called the proportional hazards
model, because it assumes that the hazard of the event is constant, i.e. the hazard will remain
in the time. If some patient has a risk of event two times greater than another patient, that
proportion will remain two times grater in all the times later. This assumption is considered in
the equation 2.17, on which the baseline hazard h(t) does not involve any covariate and the
second term in the exponential expression does not involve the time ¢ [S7]. The coefficients
are estimated by Maximum Likelihood [11, 98].

Hazard Ratio The Cox Model also gives more information about each covariate, one of
them is hazard ration HR. HR is given by: %[0 - - - p|, gives an estimated hazard ratio (HR)
for the effect of each variable adjusted for the other variables in a model. A value of b; greater
than zero will produce an HR greater than one, this result indicates that as the value of the
ith covariate increases the risk increases and the event time decreases. In the opposite case,
a value of bi less than zero produces an HR less than one, which means that the covariate is
inversely related to risk.

6=0| HR =1 | No effect
B <0 | HR <1 | Reduces h(t)
f>0| HR > 1 | Increase h(t)

Table 2.6: HR value and [ coefficient effect in the Hazard ratio function
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Finally, it is important to understand why the Cox model is so important and why it
is so commonly used. A key reason for the popularity of the Cox model is that, although
the baseline hazard hy is not specified, the estimations that can be obtained, based on the
regression coefficients, are quite good and allow to generate interest risk indexes together
with Survival curves adjusted for a wide variety of data situations. In other words, the Cox
PH model is a robust model, so the results of the use of the model will approximate the results
for the correct parametric model [57].

2.5 Statistical Learning and Machine Learning Methods

Statistical Learning (SL) and Machine learning (ML) approaches have solved the issues of
regularization and subset selection. Embedded statistical learning like L1 regularization via
LASSO, allows the exploration of multivariate models composed on hundreds of features
[98]. On the other hand, subset-selection allows the exploration of realizable Cox models
from hundreds of features [117]. Model selection via the Bootstrap Step-Wise Model selec-
tion (BSWiMS), and Best Subset Selection (BeSS) are among two of the machine learning
options readily available to researchers Statistical Learning (SL) and Machine learning (ML)
approaches have solved the issues of regularization and subset selection. Embedded statisti-
cal learning like L1 regularization via LASSO, allows the exploration of multivariate models
composed on hundreds of features [98]. On the other hand, subset-selection allows the ex-
ploration of realizable Cox models from hundreds of features [117]. Model selection via
the Bootstrap Step-Wise Model selection (BSWiMS), and Best Subset Selection (BeSS) are
among two of the machine learning options readily available to researchers

2.5.1 FRESA.CAD

The first R package available to use is Feature Selection Algorithms for Computer Aided
Diagnosis (FRESA.CAD). It is available in the Comprehensive R Archive Network (CRAN)
https://CRAN.R-project.org/package=FRESA.CAD. The main objective of this
tool is to help scientists in the health-related area. Specifically, it was designed to find fea-
tures not described or to build practical models for computer-aided diagnosis, hoping that the
information found by this tool will be supportive of decision-making in the medical area. The
package contains methods for data conditioning, data exploration, univariate filters, model
building, model diagnostics and model visualization.

BSWiIiMS

Bootstrapped Stage-wise Model Selection (BSWiMS). BSWiMS is part of the FRESA.CAD
package in the programming language R. It is a supervised model selection method that aims
to select the best possible statistical model that predicts a user-specified result. In the case of
this investigation, a survival result. The statistical model is constructed by packaging a set of
Cox models created by the unique set of statistically significant characteristics in terms of the
model [105]. Specifically, the statistical model is constructed by packaging a set of compact
linear models (model nuggets), where each model nugget is constructed using a unique set of
statistically significant characteristics at the model level.
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The workflow of the BSWiMS algorithm is divided into sections. As the author pro-
posed BSWiIMS is divided into 5 main stages: Univariate Filter, Bootstrapped Forward Selec-
tion, Frequency-based Forward Selection, Bootstrapped Backwards Elimination and Model
Bagging. Each stage of the process is designed to select features that are statistically relevant
in explaining the desired outcome while trying to keep the false discovery rate (FDR) at the
desired level. The summary of this process is detailed in Figure 2.3

1. In the first stage the BSWiMS strategy univariate filters the covariates. It computes
the univariate association of each feature to the outcome and by using the Benjamini-
Hochberg procedure [13] it selects features that are above the desired g-value to build
the models.

2. The second stage uses the user input B (number of bootstrap samples) to build a set
of B linear models using a forward selection procedure. Each model tries to add more
significant features until there is no more improvement.

3. The third stage is the frequency-based forward selection. To generate a single model
from a set of formulas generated in the previous phase, the characteristics of boot-
strapped models are ordered by the selected frequency. The forward model is built by
stepwise adding the ordered features if the p-value is statistically significant.

4. The fourth stage stands for backward elimination. It uses bootstrapping in the forward
model and analyzes the bootstrap distribution of each model feature. If the largest test
or train p-value is not significant for a term of the formulae then the feature is removed
from the model. The model that results from backward elimination is a compact linear
model; Therefore, a nugget-model. All the terms of this model are statistically signif-
icant i.e each feature used in the nugget-model adds unique information, which is not
redundant with the other features and each term is necessary to improve the model in a
statistically significant way. Once this process is finished, the procedures from step two
to the fourth are repeated, until no more models can be found or the test performance of
the last model is lower than the first aggregate model.

5. The fifth stage is responsible for grouping (bagging) all the models found in a single
statistical model. Bagging consists of taking the performance-weighted average of the
coefficients of the nugget-model. The final result of this process is a bagged model that
is the conclusion of BSWiMS procedure

The main characteristic of a BSWiMS model is that each of the characteristics selected
in the final model is described from the average nugget-fitted fitness statistics and the feature
selection frequency [104].

2.5.2 GLMNET

The second R package that we will use and where the LASSO, RIDGE and ELASTICNET
strategies rely on is Regularized Generalized Linear Models (GLMNET), which is available
in CRAN at https://CRAN.R-project.org/package=glmnet. GLMNET is a
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package that aims to provide the tools to adjust a generalized linear model through penal-
ized maximum likelihood. Inside of this package exists the implementation of the Penalized
Cox Regression (CoxNet) that can be explored with different parameters and turned into three
different algorithms. [98].

Coxnet

Coxnet is the function belonging to the GLMNET package that makes use of a Cox model
regularized by an elastic net penalty. Choose a small number of covariates to build an appro-
priate model. In this case, the strategy can be divided into two sections, the main algorithm
which tries to find beta coefficients by employing a cyclical coordinate descent, and the cross-
validation section which tries to find the optimal A value to use in the regularization.

The cyclical coordinate descent considers the normal survival framework, described in
the last section 2.4 and tries to find the J coefficients which maximize the partial likelihood
function. By scaling the log-partial likelihood by a factor of 2/n and restricting it with the
elastic net penalty the problem becomes [98]:

8 = argmax g [% (Zfll 2l B —109(3 e, e“”‘jTﬁ)> — )\Pa(ﬁ)] :
(2.18)
AP,(B) = M X0, 18] + 51— ) X0, B7)

AP,(B) is the elastic net penalty which is a mixture of L1 Lasso [114] and L2 Ridge
regression [48]. The main advantage of using elastic net comes by combining the robustness
of the two strategies where lasso ignores the correlated predictors only by selecting one of
them; and on the other hand, ridge regression finds a coefficient greater than zero for all
predictors and gives equal weight to the correlated predictors. If the value of alpha is closer
to one the algorithm tends to behave as lasso but only removing the extreme correlations.
Changing the value of alpha could lead to different behaviors of the coordinate descent. Alpha
value 1 will turn the algorithm into LASSO, o = 0 turn the algorithm into RIDGE regression
and values between 0-1 will behave as ELASTICNET

The algorithms follow the next steps:

1. Initializes k folds. By default GLMNET uses 10 folds and the worst case is n which
turn the CV process into leave-one-out cross-validation.

2. Initializes B coefficients and n = X B

3. Compute Hessian of log-partial likelihood with respect of 7 £”(77) and the value of the
function z(7) which is defined by:

() =7 — ") @,) (2.19)
¢'(n) stands for gradient of the log-partial likelihood with respect of 7

4. Find new f3 by minimizing the function

=S =G — 2l B + ARG, 2.20)
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The diagonal of the Hessian with respect of 7} is denoted as w(7})
5. Update values of /3 and recalculate i
6. Repeat steps from 2-4 until convergence of 3

7. Find the A value which maximizes the goodness of fit estimate, defined by the equation:

CVi(A) = €(B-i(N)) = Li(B-i(N)), (2.21)

¢_; is the log-partial likelihood without the test part of the CV, and 5_;(\) is the optimal
{ in the train process found by maximizing ¢_; + A || 3||,. Repeat the process form 1-5
with different lambda values until all the folds are used.

The algorithm of the cyclical coordinate descent section and the cross-validation section
is summarized in the figure 2.4.

2.5.3 BeSS

BeSS (Best subset selection) is an R package available from the CRAN at https://cran.
r-project.org/package=BeSS for Best Subset selection in linear, logistic and CoxPH
models [117]. This strategy takes into consideration the subset selection problem which in
simple words means the selection of a set with £ out of p predictors. The number of possible
combinations turns the problem into NP-hard combinatorial optimization problem.

BeSS tries to solve this problem with the Primal-dual formulation of the problem. The
best subset selection problem with size £ turns into the following optimization problem.

mini(8) st 1Bl =k, (2.22)

where the loss function (/) is a convex function. In the case of CoxPH regression, that
is the regression that we are going to use, the loss function is the partial likelihood. BeSS uses
Newton-Raphson algorithm to estimate the values with the predictors in the active set. Like
GLMNET, BeSS also replace the hessian matrix with its diagonal, reducing the computational
complexity.

The BeSS package proposed an Active set Algorithm to solve the problem and they
named it Primal-dual active set (PDAS). The best subset problem define an Active set A with
k elements and its complement I with p — k elements. For a detailed description of the
algorithm look at [117]. The determination of the optimal % is other problem to be solved.
To confront that, BeSS proposed two strategies, the first one uses a sequential procedure and
takes its name from that, Sequential primal-dual active set (SPDAS). This algorithm specifies
the maximum value of k£ and iterates from 0 to k in the PDAS algorithm. Then, select the
optimal k£ by comparing the model with the minimum Akaike information criterion (AIC) [3],
Bayesian information criterion (BIC) [97] or Extended Bayesian information criterion (EBIC)
[22]. And the second procedure is the Golden section primal-dual active set (GPDAS) which
is created to avoid to run the PDAS algorithm extensively for a whole sequential list 0 — k;
the detailed explanation of this algorithm is in [117].
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2.6 Model evaluation metrics

Once described the methods of machine learning and statistical learning that will be used,
it is necessary to take into account which set of metrics will be used to be able to compare
the models in a fair and adequate way. The word metric can be used in different contexts.
However, in almost all of them, it is used to measure something with a specific unit. For this
reason, metrics that have been accepted and tested in the literature will be taken into account
in this Thesis. Two types of specific metrics will be taken into account to report, compare
and study the results of this investigation. First, the ability to predict event risk through
survival analysis with Cox regression; and second, the ability of the same model to classify
the individuals that belong to the study. For the comparison of survival analysis, the Log-
Rank Test, concordance index (c-index) metrics will be described and for the classification
comparison the Receiver operating characteristic (ROC), Accuracy (ACC), Sensitivity (SEN),
and Specificity (SPE) will be described. The first metrics are aimed at evaluating survival
methods, which in the end are those that allow to build disease predictions. On the other
hand, we will use the same models to be able to find patients with low and high risk although
the main objective of this technique is not classification, with the aim of being able to compare
these models with others found in the literature.

2.6.1 Jaccard Index

The Jaccard index allows us to compute the average similarity between the selected features. It
is also known as Intersection on the Union and the Jaccard similarity coefficient was described
by Paul Jaccard [51]. Jaccard index is a statistic used to measure the similarity and diversity
between the selected samples of a set. It is defined as the size of the intersection divided by
the joint size of the sample sets. The equation 2.23 illustrates the formula used to calculate it.

J = 2 Eo= |A;NA;|
~— (R2-2R) ) (23_1) ]Zjl |A,UA;]° (2.23)
1= =

where R is the number of elements that are part of the test set, and A, is the set of the k
selected features for of the 7 holdout training sample. The range of the index varies from 0 to
1, where 1 represents that the feature selection method always selects the same set of features
on each repetition.

2.6.2 Concordance index

Within the literature it has not been possible to find a standardized metric to compare survival
models that use a multivariate cox regression. However, it is well known that one of the most
popular techniques for evaluating these methods is the Concordance Index (c-index) [89]. The
concordance index, also known as c-index or its acronym CI, is one of the most commonly
used performance measures of survival models. It is the probability of concordance between
the predicted and the observed survival [89]. You can write through the following formula

1
o(D.G.f) = 1 > 1< fio) (2.24)

67{]
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where D is the training data, G is the graph of survival function, f us the function. G
is composed by V' vertex and € edges. With the indicator function 1,3, and O otherwise; €
denotes the number of edges in the order graph. f(z;) is the predicted survival time for the
subject ¢ by the model f. Is because of this reason that, the concordance index can also be
written explicitly as:

1
“Td > D Uese (2.25)

T;uncensored T >T;

This index is a generalization of the area under the receiver operating characteristic
curve to regression problems, since it can be applied to the variables of continuous output
and consider the censorship of the data. Similar to the case of the area under the curve, the
concordance index ¢ = 1 indicates perfect prediction accuracy and ¢ = 0.5 is as good as a
random predictor [89].

2.6.3 Log Rank

This metric was already described in the section of survival analysis. Even so, we will try
to summarize how to calculate this metric and what the objective is when evaluating these
models in this way. Log-rank test is a long subset of chi-square tests that provides, through
the test criteria, an overall comparison of the KM curves [68]. The method makes use of
the observed data against the expected values in the counts on the outcome categories. The
Log-rank statistic is computed by dividing the square of the observed minus expected values
of one group by the variance of the substraction of both groups. The equation is show in 2.26.
The variance is calculated with the following equation 2.27.

(02 — E»)°
Log — k= 2.26
o9 ran VQT'(OQ — E2)7 ( )
Var(0;— E) =3 nagtaf(may + mog) (Mg + nog — g — may) 2.27)

(n1y +nog)?(niy +nop — 1)

2.6.4 Classification results

Before defining the metrics to be used for the classification section, it is necessary to define
the different types of results that we can have when predicting an outcome. The use of four
words is essential when classifying an object and knowing what the result was. These words
are true or false and positive or negative. True or false, refers to whether the classification
assigned by the model is correct or not. On the other hand, positive or negative, refers to the
assignment of one class or another.

Considering the ADNI data that will be used in this study, we can find patients who have
the conversion status between MCI to AD. If the conversion exists (status=1), it can be said
that the result is positive (P) and otherwise it is negative (N) (status=0). Using this table Table
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2.7, we can define the combinations that will be the possible results of our classifier. The
definitions will be stated in the survival analysis context.

# RID Timetoevent Status APOE

1 4 1106 0 0
2 33 1127 0 0
3 38 357 0 0
4 42 364 1 0
256 5007 741 0 0
257 5066 1104 0 1

Table 2.7: ADNI/TADPOLE data of male patients that will be used on one of this experi-
ments of this thesis. Time to event is in days, status=1 represents that the patient suffered the
conversion of MCI to AD

The first case occurs when the classifier identifies a patient has uncensored survival
information as someone who will undergo the conversion, and in fact, the said event hap-
pened; This case is known as True-Positive (TP) (correctly identified). In the second case
of False-Positive (FP) (incorrectly identified), patients who did not have conversion, that is,
who maintain MCI, have been identified as patients who will suffer from AD. The next case
is True-Negative (TN) (correctly rejected) which is people with censored time to event that
was identified as not converters. Lastly, False-Negative (FN) (incorrectly rejected) that refers
to patients that were incorrectly identified as not converters and they suffered the evolution
between MCI and AD, namely the patient was uncensored.

TP — ( (fz o) N uncensored) , (2.28)

TN = ‘ (f< o) N censored’ . (2.29)

Confusion matrix

Considering a group with positive instances and negative instances of some condition. The
four results can be formulated in a 2 X 2 contingency table or confusion matrix. Also known
as an error matrix, it is a specific table layout that allows the display of the performance of a
classifier. Each row of the matrix represents the instances with its predicted class, while each
column represents the instances in a real class. It is a special type of contingency table, with
two dimensions one real and one prediction [100].

In context of this thesis we will be using the confusion matrix provided by the plotROC
function of the FRESA.CAD package [104]. The confusion matrix as shown in the Figure 2.5
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is a graphical representation of the number of cases that belong to each group. The size of the
rectangle is determined by the number of cases in each group. The first rectangle, in the upper
left, represents the True-Positives results. The upper right rectangle stands for the False-
Positives. Then, the following rectangle (down left) is the region of the False-Negatives; and
lastly, the representation of True-Negatives.

2.6.5 Accuracy

In simple words, we can refer to the Accuracy (ACC) to the fraction of correct cases [73]. In
other words it is the proximity degree of the estimated measurements versus the actual value
of that same measurement [16]. This term is linked to the term precision, which refers to
the degree to which repeated measurements with equal conditions return to have the same
result [16, 107]. Accuracy can be applied to any type of measurement, but in the case of
this investigation we will apply the term accuracy as a statistical measure to evaluate the
performance of classifiers. In this context, we can refer to accuracy as the proportion of
true results (both TP an TN) among the total number of studied cases [73]. The formula for
calculating accuracy in binary classification is shown in the equation 2.30 and the formula for
precision in the same context is shown in 2.31

TP+ TN TP+TN

ACC = = 2.30
TP+TN + FP+ FN  Total population’ (2.30)
TP
Precision = —————. 2.31
recision TP FP ( )

Although accuracy provides a simple way to compare the classification or measurement
performances, its simplicity often allows too many interpretations; that is why it should be
interpreted with considerable caution. These limitations force us to add complexity to our
evaluation scheme. To do this, we will use complementary metrics that will give more infor-
mation about performance and help us draw more relevant conclusions.

2.6.6 Sensitivity and Specificity

To face accuracy limitations, there are other metrics that give more information about the
performance of the classification model. To describe these terms in simple words, Sensitivity
(SEN) and Specificity (SPE) represent two kinds of accuracy; SEN is the accuracy for the
positive cases and SPE for negative cases [73]. However, they go far beyond these simple
words. Each measurement has its specific objective and its way of quantifying. Sensitivity and
specificity are proportions, so confidence intervals can be calculated using standard methods
of calculating intervals for proportions.

Sensitivity is a statistical measure that measures the performance of a binary classification
test, better known as classification, in the statistical context. This term is widely used in the
medical area and it refers to the proportion of true positives that were correctly identified
in the test [5, 17]. It is also known as the true-positive rate (TPR), recall or probability of
detection in machine learning. As was aforementioned, the probability is calculated by the
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use of true-positive results that are the correct predictions of the presence of a condition. The
formula goes as follows:

TP TP

SEN = = .
TP+ FN  Observed positives

(2.32)

Although it would seem that the important thing is to have a complete sensitivity test,
you have to be careful with a SEN = 100%. Although this can happen and be successful, it
can also be a mistake because it does not take false positives into account and it can happen
that a test generates 100% correct results, but also a 100% False positive rate (FPR).

Specificity is the the true proportion contrary to sensitivity. It is also known as the true-
negative rate (TNR) and it refers to the true negatives that are correctly identified by the test.
It can be calculated as shown in the equation 2.33

TN TN

SPE = = :
TN+ FP  Observed negatives

(2.33)

This measure helps to calculate the false-positive rate also known as the fall-out or prob-
ability of false alarm. It can be calculated as (1 — SPECIFICITY).

2.6.7 Receiver operating characteristic

SEN and SPE, in addition to confronting the limitations of accuracy, allow us to obtain the
Receiver operating characteristic (ROC). ROC Curve is basically an illustration that shows
the diagnostic capability of a binary classifier system as its discrimination threshold varies.
It is created by plotting the true positive rate (TPR) or sensitivity against the false positive
rate (FPR) calculated with SPE, at various threshold settings [73]. ROC analysis is used as a
tool to select the optimal models and discard those that are not. Regardless of specifying the
context of class distribution.

FPR and TPR define the space of the illustration ROC SEN is used on the x axis and
TPR on the y axis, respectively. This represents a cost-benefit comparison between TP results
with lower number of RPFE. The best possible prediction method would produce a point in the
upper left corner or coordinate (0.1) of the ROC space, which represents 100% sensitivity (no
false negatives) and 100% specificity (no false positives). Point (0,1) is also called perfect
classification, which is not normal in the real world. Within the representation, there is a diag-
onal that divides the ROC space. The points above the diagonal represent good classification
results; The points below the line represent bad results [34].
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Figure 2.6: ROC Curve ploted by FRESA.CAD R package with some data classification
analysis

2.7 Validation

2.7.1 Cross-Validation

There are model validation techniques, which allow evaluating how the results of a statistical
analysis will be generalized to an independent data set, different from those used to generate
the model, one of them, is the Cross-Validation (CV) [60, 75, 19]. The objective of a CV is to
test the ability of the selected model to predict new data that was not used to estimate them, to
avoid problems in the model such as overfitting or selection bias. To test the model with new
data, a cross-validation iteration divides the data sample into complementary subsets. The
analysis is divided into two, using the training subset first and validating the analysis in the
other test set subset. The process is repeated on several occasions, making different partitions
in each iteration, to eliminate the variability. Once the validation results have been calculated
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with the test sets, there are methods to combine them, for example, the average. There are
several two types of cross-validation, exhaustive and non-exhaustive cross-validation.

Exhaustive Cross-validation The first of the types of cross-validation makes use of all
possible ways to divide the original sample into a test and validation set. Depending on the
amount of data, the number of combinations grows by leaps and bounds. This method allows
configuring the number of elements p that will be used to test the model, the name of the
method is Leave-p-out Cross-Validation, the rest of the observations will belong to the train
set. So the strategy will be repeated until on all the possible ways to divide the data into a set
of p observations are used as a training set.

Non-exhaustive Cross-Validation Non-exhaustive cross-validation methods do not com-
pute all the possible combinations of splitting the original sample.

There are different ways to divide the data for cross-validation. One of them takes into
account the proportions of classes within the observations. That is to say, the CV uses the
process of rearranging the data to ensure each set of data has a good proportion of the whole.
For example, in a binary classification problem, it tries to select the same proportion of both
classes in the sets [60].

2.7.2 Leave-one-out Cross-Validation

Leave-one-out Cross-Validation (LOOCV) is a special case of Leave-p-out Cross-Validation
where p = 1. Just one observation is left to the validation set and all the n — 1 observations
are part of the training set. Choosing p = 1 allows the computational time required to find
all combinations to be shorter. The advantage of this method lies in its simplicity and the
strategy of using all observations as well as tests or training. In some cases, although this type
of cross-validation is much easier computationally, n remains a very large number.

Algorithm 1 Leave-one-out Cross-Validation algorithm
1: procedure LOOCV (Data)
2: Error <0
N + Rows(Data)
for i < 1,ndo
Test < Datali, ]
Training < Datal—1,:]
fit < Fit(Training)
Error < Error + fit.validate(Test)
end for
10: Error = Error/N
11: end procedure

R A
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2.7.3 k-fold Cross-Validation

This method is part of the Non-exhaustive type of cross-validation. In this strategy, the original
sample is randomly divided into k subsamples of equal size. Of these k subsampled sets, a
single subsample is taken for the validation stage and the following k£ — 1 remaining sets are
used as training data. The process concludes when each of the £ sets have been used as test
sets, in total k repetitions.

The advantage of this method lies in the use of all observations for training and valida-
tion. This happens because the k sets are maintained during all iterations and only the test set
changes. In literature, it is common to find cross-validation 10 [71], but in general, k£ remains
as a non-fixed parameter. If k is equal to the number of observations n, the cross-validation
of k is exactly the cross-validation of leave-one-out [46].

Algorithm 2 £-fold Cross-Validation algorithm
1: procedure KFOLDCV (Data)
2: Error <0
N « Rows(Data);
SampleSize < [N/K|
Samples <— RandomSplit(Data, SampleSize)
fori <+ 1,k do
Test < Samples|i]
Training < Samples|—i]
fit < Fit(Training)
10: Error < Error + fit.walidate(Test)
11: end for
12: Error = Error/N
13: end procedure

R N

2.7.4 Holdout and Repeated Holdout CV

This method Holdout Cross-Validation (HOCV) is considered as the simplest form of cross-
validation. In the method, a set of observations are randomly selected to form two sets called
test set and training set, respectively. Although the method does not have determined the
amount belonging to each set; However, the most normal is that the test set is smaller than the
training set [60, 9].

On the other side, Repeated Holdout Cross-Validation (RHOCYV) creates r random divi-
sions of the data set to divide them between training and validation data with a given fraction
[88]. It is also known as Monte Carlo CV [31]. For each training set, a model is generated
that is valid with the respective test set, the final result is calculated with the average of each
of the validations performed on the test set. The advantage of this method lies in the constant
number of sets that are formed, regardless of the number k used in k-fold. On the other hand,
the disadvantage of this method is that some observations can never be selected in the valida-
tion subsample, while others can be selected more than once. However, this disadvantage can
be treated with the number of repetitions of the method.
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Algorithm 3 Repeated Holdout Cross-Validation algorithm
1: procedure RHOCV (Data,Repetitions, TrainFraction)
2: Error <0

N < Rows(Data);

for i < 1, Repetitions do

TrainSize < [N x TrainFraction]

TestSize < [N * (1 — TrainFraction)]

Test < RandomSample(Data, TestSize)
Training < RandomSample(Data, TrainSize)
fit « Fit(Training)

10: Error < Error + fit.walidate(Test)

11: end for

12: Error = Error/N

13: end procedure

R N

2.8 Summary

This chapter details all the theory necessary for the compression of the methods that will be
detailed in the next chapter. Regarding the main objective of this thesis, which is the eval-
uation of different machine learning techniques for the study of survival in different chronic
degenerative diseases; it was defined which are the diseases with which, the implementation
of code will be tested for fulfilling the objective of the thesis. Therefore, first in this chapter,
we found the details of the problem for the three chronic degenerative diseases to be treated.

2.8.1 Chronic-degenerative disease

The first chronic-degenerative disease to be part of this study is the most common type of
cancer in women, breast cancer. This cancer affects approximately 10% of the female popula-
tion. The commonly used radiological images, mammograms; are chosen to make an accurate
diagnosis and therefore they might be helpful for prognosis prediction. The second disease to
study is Osteoarthritis. It is a degenerative joint disease and one of the most common chronic
degenerative diseases. It takes importance because of its big incidence throughout the world.
To make a correct diagnosis of the disease, many doctors make use of various methods and
tests on patients; including data from his past, physical examination, laboratory tests, and
x-rays. The third and last disease to study is the syndrome that generates deterioration in
cognitive function, Dementia, specifically dementia caused by Alzheimer’s disease. AD is the
most common form of dementia and can contribute to 60-70% of cases. It has no current cure
yet and the efforts to improve current treatments or seek new solutions have not been stopped.
Later this chapter explains the main statistical tool used in this thesis, Survival analysis. It is
a statistical analysis that let analyze the expected duration of time until an event happens and
this time it will be the power that supports all the machine learning techniques. The prob-
ability that the subject will survive in the given time is given by the Survival Function S(t).
The time is delimited by the observation time. If a subject does not have an event during that
observation time, they are described as censored, and its survival information is censored. The
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immediate potential per unit time for the event to occur, given that the person or object has
already survived the time ¢ is given by the hazard function h(t). Depending on the hazard
function complexity, different survival models could be constructed. If the i(t) is constant,
then the survival model is exponential. If the hazard function increases over time, the model
will be an increasing Weibull model

2.8.2 Survival analysis

Next, inside this chapter is shown some survival analysis tools, such as Kaplan Meier curves,
LogRank Test and the Cox Model. The Kaplan—-Meier (KM) estimator is also known as
the product-limit estimator (PL estimator), it is a non-parametric statistic used to estimate
the survival function from the collection of the life data of a particular object. To evaluate
when two KM curves (described above) are statistically equivalent or not, the Log-rank Test
metric is used. Conversely, the Log-rank test is a long subset of chi-square tests that provides,
through the test criteria, an overall comparison of the KM curves. The Log-rank statistic
is computed by dividing the square of the observed minus expected values of one group by
the variance of the subtraction of both groups. The equation is show in Log — rank =
‘}fjg—%. One of the most important survival models parts of the exponential family is
the Cox Model. CoxPH is essentially a regression model commonly used in the statistical
area of medical research to find the association between patient survival time and one or
more predictor variables, also allowing the estimation of the hazard (risk) of an event for an
individual or prognostic variable. The Cox model is expressed by the danger function denoted
by h(t) - h0<t) x ePre1t+Bar2+-+Bpzp

2.8.3 Machine Learning techniques

Finally, machine learning techniques to be used are introduced. Statistical Learning (SL) and
Machine learning (ML) approaches have solved the issues of regularization and subset selec-
tion. The first R package available to use is Feature Selection Algorithms for Computer-Aided
Diagnosis (FRESA.CAD). The principal algorithm to be used in this thesis is the Bootstrapped
Stage-wise Model Selection (BSWiMS). It is a supervised model selection method that aims
to select the best possible statistical model that predicts a user-specified result.

The second R package that we will use and where the LASSO, RIDGE and ELAS-
TICNET strategies rely on is Regularized Generalized Linear Models (GLMNET). Inside
GLMNET the principal algorithm is Coxnet which is the function that makes use of a Cox
model regularized by an elastic net penalty. It chooses a small number of covariates to build
an appropriate model and depending on the parameter « value, the algorithm can turn into
different strategies.

The third package is BeSS (Best subset selection). This strategy takes into considera-
tion the subset selection problem which in simple words means the selection of a set with k
out of p predictors. The number of possible combinations turns the problem into an NP-hard
combinatorial optimization problem. BeSS tries to solve this problem with the Primal-dual
formulation of the problem. The package has two main algorithms GSPDAS (default param-
eters) and SPDAS with GIC.
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2.8.4 Metrics

Finally, in this chapter we take into account which set of metrics will be used to be able to
compare the models in a fair and adequate way. We divided the metrics into two types, the
survival status, and the classification stats.

On the survival metrics side, We use the Jaccard index which allows us to compute the
average similarity between the selected features. It is also known as Intersection on the Union
and the Jaccard similarity coefficient was described by Paul Jaccard. Then, the concordance
index, also known as c-index or its acronym CI, is one of the most commonly used perfor-
mance measures of survival models. It is the probability of concordance between the predicted
and the observed survival. Once again, the Log-rank test which is a long subset of chi-square
tests that provides, through the test criteria, an overall comparison of the KM curves. On the
classification stats, we can summarize all the metrics to be used in the Table 2.8 and Figure
2.7.

| O(+) | O(-)
| T+ | TP | FP | ACC = G
| TC) | FN | TN | PRECISION = 775+
| SEN = som | SPE = 50153

Table 2.8: Review

Some terms are really important. True-Positive (TP) means correctly identified). False-
Positive (FP) means incorrectly identified. True-Negative (TN) means correctly rejected and
False-Negative (FN) means incorrectly rejected. Accuracy refers to the fraction of the correct
cases in a classification test. Sensitivity and specificity are metrics that give more information
about the performance of the classification. SEN is the accuracy of the positive cases and SPE
for negative cases. SEN and SPE, in addition to confronting the limitations of accuracy, allow
us to obtain the Receiver operating characteristic (ROC). ROC Curve is basically an illus-
tration that shows the diagnostic capability of a binary classifier system as its discrimination
threshold varies.
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ADNI/TADPOLE Patients

Patients who suffered conversion (TRUE) Patients were stable (FALSE)

Sensitivity = —— Accuracy =

Specificity= ——— Precision =

Figure 2.7: Confusion matrix ploted by FRESA.CAD R package in the ROC curve of random
classifier with some data

The validation techniques are part of the Cross-validation family. Repeated Holdout
Cross-Validation (RHOCYV) creates r random divisions of the data set to divide them between
training and validation data with a given fraction.
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Figure 2.5: Confusion matrix ploted by FRESA.CAD R package in the ROC curve of random
classifier with some data






Chapter 3

Methodology

The main purpose of this thesis is the evaluation of some different machine learning alterna-
tives for the analysis of survival characteristics of patients suffering from chronic degenerative
diseases. This analysis will be only possible with the information on time-to-event data along
with the clinical and personal characteristics that describe each subject, the machine learning
and statistical methods implemented, and the strategy of validation and benchmarking or the
strategies; things that will be described here. In the previous chapters, the scope of the thesis
was limited and the topics used to fulfill the mentioned objectives were taken into context.
Now is time to take into consideration all the materials and methods that will be implemented
to test our hypothesis. First of all, the data sets that will be used are described; With this, a
complete description of the characteristics of each of the sets, the explanation of the origin of
the data and the process of acquiring the imaging information of the observations in each of
the initiatives will be detailed. Two types of data will be used to test the methods.

The first of the types will be data created solely for this study. The simulated data, when
created with simulated information as absolute truth, are aimed at checking the operation of
the techniques and knowing how reliable the subsequent results will be. The second type
of information to be used will be clinical data of real patients suffering from Breast Can-
cer, Alzheimer’s disease and Osteoarthritis with data from the analysis of images used in the
normal process of diagnosis or treatment of the disease and clinical information. collected
from each subject. Consequently, all this information has to be processed and transformed for
use in the different computational techniques we are going to use in our analysis; This data
preparation process is the next section in this chapter.

Subsequently, and taking into account that the data is ready, we will describe the im-
plementation of the cross-validation process, in which the statistical analysis of survival of
the data sets through different machine learning methods was taken into account. The im-
plementation of various techniques requires the use of strategies that allow a fair comparison
between the methods. For this, the cross-validation technique that will be detailed in the 3.2.3
point was considered. As a consequence, this process generates a large amount of informa-
tion that in turn can be collected, analyzed and displayed graphically for better understanding.
This process is combined in a single method of comparison called: Cox Benchmarking. We
will contextualize the implementation of the comparative evaluation of Cox models, with the
description of the use of graphic functions and statistical calculations that will allow the fair
evaluation of the strategies. Finally, chapter 3 explains the objectives and the problem to be

47
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solved for each of the experiments with the different data sets. The process for obtaining the
results shown in the next chapter will be described.

3.1 Experiments: Data adquisition and preparation

Within the methodology of this research and after having placed into context all the topics nec-
essary to understand the study, the first phase to be carried out is the acquisition, preparation,
and analysis of the data to be used. In the next pages, we will detail each of the characteristics
of the data sets, their origin, their context, and their demography.

3.1.1 Simulation data

One of the best known and used methods to verify the operation of computational strategies
and statistical analysis is to make use of simulated data, where the author is the only one who
knows the absolute truth. In the context of this study, it is necessary to carry out a data set with
time-to-event information that is influenced to some extent by various variables that change
the risk of suffering the event. In our case, the data simulation will be carried out in the field of
basketball players who are about to start their professional careers. This theme was selected
simply by the author’s affinity and knowledge of this topic. The problem could be detailed as
below.

Basketball professional teams, especially NBA teams, have a very specific event known
as a draft. This special event is the place where a group of amateur players that have been
previously filtered as possible players in the league, can be selected to sign a professional
player contract. Each of the teams has access to the player’s historical information and also
their specific health data. That information is used to make a decision about whether the
player worth it or not. This process (although it is more complex in real life) tries to find
players that can be useful for the franchise and especially players that provide real results to
the team, economically and in the sport context. Of the players selected, there are players
that can last a long time in the organization, others that just retire some seasons after they
began. One of the main problems with selected players in the draft is the time they remain
in the league. Whether for sports, health or just that they do not meet the expectation, some
players stop playing professionally in the NBA. Taking this into account, we are going to
simulate historical information of 1000 players who have entered the league and relate their
characteristics before entering the league (amateur stats) with the time of their NBA careers.

Once we know the problem and what we need for this data simulation, we decided just
to use a small number of variables that have information about the players. These variables,
in the real-life, could be or not risk factors for the withdrawal time of the prospects. Here, the
characteristics were selected because of the ease of generating random numbers that follow a
predefined distribution function data. The data generated involves information from 1000 for-
mer players and some current players with their simulated data from their amateur experience.
The variables to use are detailed in the table 3.1 and the paragraphs below.

Eight of the ten features that will be part of this simulation follow a normal distribution
and the two remaining follow a binomial distribution. For the simulation of these data, aver-
ages and standard deviations were estimated by the author’s empirical knowledge and some
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Covariate Code Distribution Mean Standard deviation
Body Mass Index bmi Normal 24 2
Age age Normal 21 1.5
Games played games Normal 40 8
Average minutes minutes Normal 22 5
Assists AST Normal 5 2
Field goal percentage =~ FGP Normal 35 3
Block per game BLK Normal 1.8 0.5
Offensive rating ORtg Normal 105 3
Defensive Rating DRig Normal 100 3
Injuries I Binomial NA 0.5%
Surgeries S Binomial NA 0.5*

Table 3.1: Features to be related with the NBA careers of 1000 NBA players simulated infor-
mation. * the probability of success in binomial distribution

research about the players’ data before entering the draft. All the numbers were generated
with Excel specifically with the provided data analysis tool. The only input that the tool re-
quired was the mean and standard deviation for the first eight features, and the probability for
the remaining ones. Once these data have been generated, we can calculate the probability of
survival of each subject, based on the calculated risk coefficients that we will assign to each
variable according to our empirical knowledge and the simulated absolute truth. To calculate
the coefficients, the cox model will be used. In the model, each variable affects the Hazard
function with a different weight. Positive coefficients will mean that the effect size of that
specific covariate will make the risk growth and negative ones will decrease the value. The
Cox PH’s formula let to overcome to this calculation and a new equation was derived for the
calculation of the effect size () of each variable per unit of change of each feature. In this
formula, an initial risk value is considered with the first value of the variable and the second
risk value when the variable changes in the unit of change determined. The formula 3.1 details
the calculation of the covariates effect size.

_ log[log(1 — ho(zi1)) —log(1 — ho(xi2)]
Ti2 — Tj1

B, (3.1)

For each covariate, a different unit of change and added risk was considered. These data
were determined according to the simulated truth. In the following lines, the meaning of each
of the variables and the values used to calculate the risk coefficients will be detailed. These
effect sizes calculated when submitted to the cox model will let us know the probability of
survival of each subject and thus also the probability of occurrence of the event for each unit
of time selected.

We used Body max index (BMI) because it was the only way to use the height and the
weight of the players without the need to generate random variables related to each other.
The BMI is a person’s weight in kilograms divided by the square of height in meters [55].
In this variable, we consider that 1 unit of change would increase the risk by 0.9%. The
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Covariate ZT; Ho(l’z'l) H(] (.IZQ) Tio — Ti1 6 Effect size
Body Mass Index 0.001  0.0011 1 0.041
Age 0.01 0.04 5 0.122
Games played 0.01 0.02 -51 -0.006
Average minutes 0.009 0.011 -35 -0.003
Assists 0.009 0.02 -10 -0.035
Field goal percentage  0.004 0.03 -20 -0.044
Block per game 0.001 0.035 -3 -0.517
Offensive rating 0.009 0.09 -20 -0.051
Defensive Rating 0.011 0.09 18 0.052
Injuries 0.005 0.05 1 1.010
Surgeries 0.005 0.15 1 1.511

Table 3.2: Features to be related with the NBA careers of 1000 NBA players simulated infor-
mation.

resulting coefficient for the BMI was 5 = 0.041414. The next features were age, which we
consider as an important variable to define the time the race can last. Each exchange unit is
defined as the five-year difference, which means that if the difference between the two players
is 5 years the risk of the major is 3% greater than that of the other; The calculated effect
size is § = 0.121743. The games that the player had in the season before his postulation
for the league, are described in the third variable. In this case, this variable has a negative
relationship, which means that the risk difference between the player with the most games
and the player with the minimum of games is 1% of the risk; the highest risk being that of the
player with the least amount of games. The number of games ended with a negative impact
measure of value 5 = —0.00595. The next feature is the average number of minutes each
applicant played in each game last season. This characteristic also has a negative association
where the 35 minutes difference represents a 0.2% risk change and its resulting coefficient
was § = —0.0025.

Then we take into account the average number of assists per game a player has. Like the
previous two, its relationship with the probability is also negative and the resulting coefficient
was -0.03492. The difference between a player with O assists and one with 10 is 1.1 %.
We continue with the percentage of successful shots, Field goal percentage (FGP) with a
coefficient of 8 = —0.04404 which refers to the difference of 2.6 % risk when the percentage
difference is 20 units. The following is the number of blocks per game (BPG), the resulting
coefficient is § = —0.51719. The difference of 3 blocks defines a 3.4% change in risk. The
last variable with a negative relationship with risk is the offensive rating of each player (ORtg).
This statistic gives us the amount of points that a player averages every 100 times he has the
ball in his hands. Within our simulation, we will consider this characteristic as an important
impact factor, so players with a difference of 20 points have an 8 % difference in risk, with a
resulting coefficient of 5 = —0.05092. Quite the contrary in the value of the effect size § =
0.051709, is the defensive rating of each player (DRtg). This rating is the amount of points
that a player allows per 100 possessions. The change of 18 points between players makes the
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risk increase 7.9 %. Finally, there are the two variables that will have more weight among
the simulated characteristics; First, there is the Injuries variable (I). The value 1 indicates that
the player has suffered from injuries that have left him relegated from the courts and O that
he could have had superficial injuries or not suffered them. This characteristic has a 4.5%
risk increase if you have suffered the injury and the calculated coefficient is 5 = 1.010003.
Second, there is the variable surgery (S), which with the value 1 indicates that the player
has suffered an injury surgery. This variable increases the risk by 14.5% and the measure of
impact is 5 = 1.510846.

A summary of the coefficients with the risk values considered for the calculations is
found in table 3.2. The first column shows the risk with the first value of the variable, the
second with the other variable value. The third column shows the difference of units between
the values considered for the risk. Finally, there is the value of the calculated coefficient.

3.1.2 TADPOLE/ADNI

Considering the great problem caused by one of the best known chronic degenerative dis-
eases, Alzheimer’s disease, different initiatives have been created around the world to be
able to control, diagnose and treat the disease. Many of these have allowed organizations or
groups of institutions to join their purpose and through economic and academic incentives,
to take advantage of all the information available in the initiatives. One of the most recent
and well received challenges in the context of this disease was the TADPOLE Challenge. The
Alzheimer’s Disease Prediction Of Longitudinal Evolution (TADPOLE) Challenge born to
compare different techniques to predict the future evolution of people at risk of Alzheimer’s
disease. All participants in this challenge were provided with historical data from patients be-
longing to the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [69]. The challenge was
responsible for delivering a ADNI-derived set available via the Laboratory Of Neurolmaging:
LONI; With that, they eliminated the need for data preprocessing to join patient information
into a single spreadsheet.

ADNI data

The ADNI was launched in 2003 as a public-private partnership, led by Principal Investigator
Michael W. Weiner, MD. The primary objective of ADNI has been to test whether MRI, PET,
other biological markers, and clinical and neuropsychological assessment can be combined to
measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease
(AD). For up-to-date information, see www.adni-info.org. The initial objective of this
initiative was to recruit 800 subjects, however, its successful start and above all the support
of different organizations allowed the continuation of new protocols ADNIGO, ADNI-2, and
ADNI-3. Currently, and according to TADPOLE, the data set delivered with the first three
protocols have recruited more than 1500 adults, aged between 55 and 90 years. These people
participate in the research and mostly consist of cognitively normal people, people with early
or late MCI and people with early AD. ADNI provides its inclusion criteria in [84]. Data used
in the final spreadsheet provided by the TADPOLE Challenge has ADNI information about:
(1) CSF markers of amyloid-beta and tau deposition; (2) various imaging modalities such
as magnetic resonance imaging (MRI), positron emission tomography (PET) using several
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tracers: Fluorodeoxyglucose (FDG, hypometabolism), AV45 (amyloid), AV1451 (tau) as well
as diffusion tensor imaging (DTI); (3) cognitive assessments acquired in the presence of a
clinical expert; (4) genetic information such as alipoprotein E4 (APOE4) status extracted
from DNA samples; and (5) general demographic information.

Tadpole datasets

TADPOLE provides three types of datasets: (1) training data set which refers to the measure-
ments with associated outcomes that will be used to train the algorithms. (2) Prediction data
set that contains only baseline longitudinal measurements without associated outcomes. This
data is provided to be used as input to make the forecast process in the challenge. (3) 7Test data
set which contains the real outcomes of each patient to compare with the calculated forecast.
Regarding the two first types of the datasets, TADPOLE prepared three standard datasets:

e D1: TADPOLE Standard training set based on longitudinal data across ADNI1, ADNI
GO and ADNI2. The information is a set of measurements for every patient that at least
two separate visits (different dates) in the process. D1 contains information of 1667
patients.

e D2: TADPOLE longitudinal prediction set contains information from ADNI rollover
individuals whom data has to be used for the forecast in the challenge. D2 dataset
includes all the time related information of the patients. It contains information of 896
patients.

e D3: TADPOLE cross sectional prediction set contains the most recent time point and
a limited set of variables for each rollover patient in D2. D3 shows the information
typically available when selecting a cohort for a clinical trial.

In this thesis we will consider just D1 and D2 combined information. The process of the
material selection will be described later.

Image pre-processing

ADNI manages its own protocols for obtaining information from medical images. Imaging
information has been pre-processed with standard ADNI pipelines [124]. Specifically, for
these thesis we will concentrate in three-dimensional T1-weighted magnetic resonance imag-
ing which provides extensive information to develop and test analysis techniques to study
the conversion of MCI to AD. ADNI MRI Core created standardized analyzes that include
scans that meet the minimum quality control requirements, the dataset included correction for
nonlinearity of gradient, correction of non-uniformity B1 and sharpness of spikes [69]. Signif-
icant regional features such as volume and cortical thickness were extracted using Freesurfer
transverse and longitudinal pipelines [90].

APOE

There are some useful clinical information such as Apolipoprotein E (APOE), that is a pro-
tein involved in the metabolism of fats in the body with a polymorphic structure that has



3.1. EXPERIMENTS: DATA ADQUISITION AND PREPARATION 53

three major alleles [101]. The fourth allele (APOE4) had been validated several times as a
biomarker indicative of the risk of suffer Alzheimer’s disease [23]. Screening laboratories
were obtained as well as blood for DNA for APOE testing [84]. ADNI uses information of
APOE4 biomarker as APOE status that was treated as a categorical variable with three levels
(Noncarriers < Heterozygotes < Homozygotes) [113].
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Figure 3.1: ADNI/TADPOLE (a) Patient selection process. (b) Feature types used in this
study.

314

SIHNLVYI49LE

Cognitive Assessments

Within the information available from ADNI. Data from neuropsychological tests to patients
are found. In this thesis they will be mentioned as Cognitive Assessments or test scores. The
objective of the ADNI neuropsychological tests is to make use of objective and reliable pro-
cedures to measure the cognitive abilities of a patient. There are several problems within the
tests that the examiner may encounter, the problems can be emotional and physical interfering
with the test results. To prevent this, the examiner must perform several tests while deter-
mining the patient